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Abstract The complexity of software projects as well
as the multidisciplinary nature of requirements engineering
(RE) requires developers to carefully select RE techniques
and practices during software development. Nevertheless, the
selection of RE techniques is usually based on personal pre-
ference or existing company practice rather than on charac-
teristics of the project at hand. Furthermore, there is a lack
of guidance on which techniques are suitable for a certain
project context. So far, only a limited amount of research has
been done regarding the selection of RE techniques based
on the attributes of the project under development. The few
approaches that currently exist for the selection of RE tech-
niques provide only little guidance for the actual selection
process. We believe that the evaluation of RE techniques
in the context of an application domain and a specific pro-
ject is of great importance. This paper describes a Method-
ology for Requirements Engineering Techniques Selection
(MRETS) as an approach that helps requirements engineers
select suitable RE techniques for the project at hand. The
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MRETS has three aspects: Firstly, it aids requirements engi-
neers in establishing a link between the attributes of the pro-
ject and the attributes of RE techniques. Secondly, based
on the evaluation schema proposed in our research, MRETS
provides an opportunity to analyze RE techniques in detail
using clustering. Thirdly, the objective function used in our
approach provides an effective decision support mechanism
for the selection of RE techniques. This paper makes contri-
butions to RE techniques analysis, the application of RE tech-
niques in practice, RE research, and software engineering in
general. The application of the proposed methodology to an
industrial project provides preliminary information on the
effectiveness of MRETS for the selection of RE techniques.

Keywords Requirements engineering -
Technique evaluation - Decision support - Clustering

1 Introduction

The requirements engineering (RE) process is part of the
overall software lifecycle and plays an important role in
ensuring the overall quality of a software product. Litera-
ture already provides empirical evidence for the benefits of
RE [1-3], and shows that improving the RE process leads
in most cases to improvements in the productivity of large
and medium-sized software organizations [4—6]. Currently,
there are numerous techniques that address different aspects
of the RE process and system development [7] and that can
be applied to various types of projects.

The significance of choosing proper techniques and mod-
els during software development has already been empha-
sized by researchers and practitioners. Glass and Vessey [8]
stressed that we need to choose the most appropriate software
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development methodology for the task at hand [9-12]. Davis
states that knowing which technique to apply for a given
problem s necessary for effective requirements analysis [ 13].
In our research, we have found that different techniques have
different advantages; some techniques are relatively mature
while others are not; some techniques have similar func-
tionality but different complexity; and some are functionally
complementary to each other [14]. Therefore, the use of the
best combination of RE techniques will facilitate the RE pro-
cess and contribute to the overall quality of the requirements
specification.

However, the selection of suitable RE techniques in the
context of a specific software project is a challenging issue
faced by RE practitioners. Numerous variables influence this
decision making process. To alleviate this challenge, differ-
ent solutions have been proposed from different perspec-
tives: Method engineering provides approaches that help the
development or adaptation of existing methodologies to the
problem domain [15-21]. It targets the development of meth-
odologies for information system development. Maiden and
Rugg [22] proposed a framework which provides general
help for requirements engineers to select methods for require-
ments acquisition. Hickey and Davis [23,24] proposed a fine-
grained selection model that helps understand the elicitation
process and the selection of elicitation techniques. Bickerton
and Siddiqi [25] proposed a framework for the classification
of RE techniques built on the social assumptions made about
organizations. Based on the identified needs for RE tech-
niques that support the RE process, human communication,
knowledge development, documentation and management,
Macaulay [12] proposes a wish-list for RE techniques with
the aim of identifying what kind of techniques are needed.
Kotonya and Sommerville [26] proposed high level, general
attributes which can be used for the evaluation and selec-
tion of RE techniques. Davis [27] proposed a process for
RE methods selection that is based on four strategies of the
requirements determination model and focuses on the selec-
tion of RE elicitation techniques. Browne and Ramesh [28]
also proposed an idea for requirements elicitation technique
selection. This technique selection method is built on the
human cognitive model. Lobo and Arthur [29] developed an
approach for technique selection that is based on a predefined
RE process model. Technique analysis and selection is done
manually and at a high level to fit the objectives of the activ-
ities within the predefined model. In [30], Lausen discusses
several techniques, which can be used in the RE process, and
various requirements presentation styles in detail. He then
briefly explains an idea for RE technique selection using a
matrix that contains with RE techniques and objectives that
needed to be addressed in an RE process.

Despite the various research efforts to provide support for
RE technique selection, the following problems are not yet
adequately addressed:
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e Thereis little research into the identification of technique
attributes. Such attributes are essential for the compari-
son of techniques.

e Most existing research classifies RE techniques only at a
high level of abstraction, which is not sufficient in order
to determine how a technique can be used in the different
phases of the RE process. Additionally, it does not allow
the detailed comparison of techniques. We believe that
an attribute-based comparison provides more suitable
information for the selection of techniques. For exam-
ple, if two techniques #; and #, have similar functionality
and both techniques are deemed suitable for a particular
project, then the less complex technique might be the pre-
ferred candidate if the project has significant time con-
straints. On the other hand, the more complex technique
might be a better choice if the quality of the requirements
is paramount and the technique offers additional means
that help improve requirements. The idea of using more
complex techniques in situations that require high-qual-
ity specifications is consistent with Davis’ techniques
contingency model [27].

e Most current research into technique selection focuses
only on one individual phase of the overall RE process,
such as requirements elicitation, documentation, etc. So
far we have not found any other approach that provides
support for the selection of RE techniques for the whole
RE process.

Based on the problems identified, a methodology' for
Requirements Engineering Techniques Selection,? called
MRETS, was developed to help find a set of RE techniques
that is suitable for a specific project based on the project’s
attributes. This would meet the critical need of industry for
advice on how and when to use already existing RE
approaches [31,32]. Ideally, the methodology can be used for
all types of software projects; however, it fits best to projects
that use a complete RE process. Currently, support for the
selection of RE techniques for component-based and COTS-
based software development is still weak and subject to fur-
ther investigation. Additionally, tailoring and customizing

(LIS

! It is worth mentioning that the terms “methodology”, “method” and
“technique” are used in several different ways in literature [33]. Some
researchers argue that “technique” is the only proper word to describe
existing methods and methodologies in the software domain [13,26,34—
37]. We use the definition given in [38,39] which describes a “method-
ology as a set of guidelines that prescribes behavior in order to think and
act in a situation”. Specifically, it means a sequence of systematic steps
that aid RE process development. The MRETS methodology imposes
a disciplined process upon RE technique selection in order to find the
best techniques for a software project.

2 In this paper, techniques selection refers to the selection of techniques
for each individual phase of the RE process, i.e. it addresses all phases
of the RE process rather than only one phase.
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existing techniques to specific projects have not yet been
covered.

In order to provide a unified framework in the research
for RE techniques selection, we use the RE process model
proposed by Kotonya and Sommerville [26] and adapted it to
our specific needs. Kotonya and Sommerville’s RE process
model is a widely accepted and referenced model and con-
sists of four phases: requirements elicitation, requirements
analysis and negotiation, requirements documentation, and
requirements validation. In this model, requirements man-
agement is part of all the four phases. In our research, we
classified RE techniques into the following five categories:
requirements elicitation techniques, requirements analysis
and negotiation techniques, requirements documentation
techniques, requirements verification and validation tech-
niques, and requirements management techniques. Require-
ments management tools are considered compulsory and are
automatically included in all recommendations since
research has shown that more than 60% of successful soft-
ware projects benefited from using requirements manage-
ment tools during the RE processes [40]. However, the
detailed evaluation and selection of requirements manage-
ment tools is not included in this paper and is subject to
further research.

The proposed MRETS methodology has several major
differences compared to the other approaches discussed in
the previous paragraphs: (1) MRETS is based on the detailed
analysis and comparison of RE techniques using our evalu-
ation schema and a clustering method that is widely used in
other domains. The evaluation and clustering of techniques
provides valuable information related to the similarity of
techniques based on a given set of attributes. (2) Knowl-
edge of and experiences with RE techniques described in
literature as well as from experts were elicited, documented
and used during the research. (3) MRETS helps requirements
engineers in establishing a link between the attributes of the
project and the attributes of RE techniques. The major con-
tribution of the new methodology is that it provides detailed
guidelines that help requirements engineers select the most
appropriate techniques for a given project. This has been
demonstrated in an industrial case study.

One of the fundamental assumptions behind MRETS is
that appropriate use of RE techniques leads to high-quality
requirements specifications, which in turn results in high-
quality software products. This assumption is generally
accepted in the RE community [13,24] and the foundation
of all RE process improvement initiatives. Nevertheless, its
correctness has to the best of our knowledge not yet been
formally proven.

The rest of the paper is organized as follows: Sect. 2
gives an introduction into the techniques analysis and pro-
ject analysis that was conducted during the research, the
results of which serve as the foundation for developing the

methodology. The methodology for technique selection is
presented in Sect. 3. An industrial case study is described in
Sect. 4. The major findings, conclusions and future work are
discussed in Sect. 5.

2 Analysis of RE techniques and software projects

In our earlier research, we identified a set of 46 RE tech-
niques which were analyzed in detail (see Table 1) [7,14,41].
There are other techniques that will be included in our future
research. However, the currently selected set contains rep-
resentative RE techniques that cover all phases of the RE
process. Their selection was based on the following consid-
erations:

e Maturity of a technique. We consider a technique to be
mature if it has well-defined systematic steps or has a
well-defined collection of notations, is well-organized
and documented, and has been used in industrial projects.
Focusing on techniques that meet these criteria enables
us to have sufficient information to analyze the tech-
niques. Furthermore, we wanted to consider techniques
that are mature enough for industrial use.

e Coverage of all four phases of the RE process. We
selected techniques that adequately cover all phases of
the RE process.

e Industrial awareness and experience with the technique.
In order to get technique evaluations from industry we
selected techniques that are at least partially known in
industry. This allows us to have academics as well as
practitioners score the techniques with respect to the
technique attributes we defined.

e Scope and sources of techniques. All techniques were
analyzed and evaluated from an RE perspective rather
than from an overall software lifecycle perspective. For
example, object-oriented analysis (OOA) can be used in
several lifecycle phases. We, however, looked at it only
from an RE perspective, i.e., its use for object-oriented
(OO) requirements modeling to increase understanding.
Additionally, since many techniques have several vari-
ants, each technique in Table 1 refers to a specific source
and version. Detailed references for each techniques pre-
sented in Table 1 can be found in [33]. For example, OOA
in Table 1 refers to requirements modeling with Booch’s
OO technique. This version was selected since it empha-
sizes OO domain analysis which is highly relevant for
RE [42]. The basic rationale for assigning a technique to
a specific RE phase was based on the following: (1) the
major role of a technique as defined in its original docu-
ments, (2) the classification of a technique in the research
literature [2], and (3) information collected from indus-
try experts about the major purpose of a technique when
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Table 1 Summary of analyzed RE techniques

ID Technique name Most common area of application in the RE process
1 Brain storming and idea reduction Elicitation

2 Designer as apprentice Elicitation

3 Document mining Elicitation

4 Ethnography (observation is one of its kind) Elicitation

5 Focus group Elicitation

6 Interview Elicitation

7 Contextual inquiry Elicitation

8 Laddering Elicitation

9 Viewpoint-based elicitation Elicitation (later stage)

10 Exploratory prototypes (throw-away prototype)
11 Evolutionary prototypes

12 Viewpoint-based analysis

13 Repertory grids

14 Scenario-based approach

15 Joint application design (JAD)

16 Soft systems methodology (SSM)

17 Goal-oriented analysis

18 Viewpoint-based documentation

19 Future workshop

20 Representation modeling

21 Functional decomposition

22 Decision tables

23 State machine

24 State charts (also known as state diagrams)
25 Petri-nets

26 Structured analysis (SA)

27 Real time structured analysis

28 Object-oriented analysis (OOA)

29 Problem frame oriented analysis

30 Goal-oriented verification and validation
31 Entity relationship diagram (ERD)

32 AHP

33 Card sorting

34 Software QFD (SQFD)

35 Fault tree analysis

36 Structured natural language specification
37 Viewpoint-based verification and validation
38 Unified modeling language (UML)

39 Z

40 LOTOS

41 SDL

42 Extreme programming (XP)

43 Formal requirements inspection

44 Requirements testing

45 Requirements checklists

46 Utility test

Elicitation, Analysis and negotiation, Verification and validation
Elicitation, Analysis and negotiation, Verification and validation
Analysis and negotiation

Elicitation

Elicitation (later stage), Analysis and negotiation,
Documentation, Verification and validation

Elicitation

Elicitation

Analysis and negotiation

Documentation

Elicitation

Analysis and negotiation, Elicitation

Analysis and negotiation

Analysis and negotiation, Documentation, Verification
Analysis and negotiation, Documentation, Verification
Analysis and negotiation, Documentation, Verification
Analysis and negotiation, Documentation, Verification
Analysis and negotiation, Documentation, Verification
Analysis and negotiation, Documentation, Verification
Analysis and negotiation, Documentation, Verification
Analysis and negotiation, Documentation, Verification
Verification and validation

Documentation, Analysis and negotiation
Requirements Prioritization

Requirements Prioritization

Analysis and negotiation, Elicitation

Analysis and negotiation, Elicitation

Requirements Documentation

Verification and validation

Documentation, Analysis and negotiation, Verification
Documentation, Analysis, Verification
Documentation, Analysis, Validation

Documentation, Analysis, Validation

Elicitation, Analysis and negotiation, Documentation, Validation
Verification and validation

Verification and validation

Verification and validation

Verification and validation
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used in an industrial setting. Additionally, it is also worth
to mention that a technique assigned to one phase might
also be used in other phases.

It has to be mentioned that the granularity of the RE tech-
niques presented in Table 1 is not the same. This was
deliberately done in order to help the developer select the
most suitable technique for the task at hand. The difference
of granularity of techniques makes the research more appli-
cable to the large diversity of real life situations.

As has been discussed above, the overall objective of this
research is to provide decision support for the selection of RE
techniques for a given project by considering the attributes of
the techniques and the project under development. In order
to achieve this objective, two major tasks were carried out:
RE techniques analysis and software project analysis. They
will be discussed in the following sub-sections.

2.1 RE techniques analysis

In order to provide support for selecting RE techniques, the
techniques first have to be analyzed in detail. RE techniques
analysis includes the following sub-tasks:

(1) Identification of the attributes of RE techniques.

(2) Evaluation of the RE techniques. Each technique is
rated against 31 attributes by researchers and experts
from both industry and academia.

(3) Analysis of the techniques using a clustering method.

The following summarizes the results of this analysis:
2.1.1 Attributes of RE techniques

Classification of RE techniques requires the definition of
attributes that characterize these techniques. Without proper
characterization of the techniques, no effective support for
the selection of techniques can be provided. The 46 RE tech-
niques analyzed and compared during this research are listed
in Table 1 together with the major phases in which these
techniques can be applied.

Based on our analysis, 31 attributes for RE techniques
were defined (see Table 2) through a process of abstraction,
analysis, synthesis, characterization of research and litera-
ture, and validation by a group of experienced software engi-
neers. The first column in Table 2 contains the categories
of the attributes which correspond to the four phases of the
RE process. The third column lists the actual attributes. Each
attribute is defined with a list of criteria to ensure its measur-
ability [33]. An ordinal scale is used for all attributes, i.e. the
attribute values are set as none (or “not relevant”), very low,
low, medium, high and very high. The interested reader can
refer to [14] for more details.

The derivation and justification of these attributes is as
follows:

e The attributes in the schema were developed based on
the analysis and synthesis of the characteristics of RE
techniques as well as schemata proposed by other
researchers [12,22,23,26]. For example, the attributes
“Ability to facilitate communication”, “Ability to repre-
sent requirements’ and “Maturity of supporting tool” are
derived from the technique properties “Scope for com-
munication”, “Precision of definition of its notation”,
“Tool support” proposed by Kotonya and Sommerville
[26].

e Inclusion of an attribute in our schema is based on its
simplicity, completeness, suitability, applicability and
effectiveness in helping the classification and selection
of techniques. For instance, some RE elicitation tech-
niques have well-defined procedures for identifying non-
functional requirements (NFRs). The identification of
NFRs s essential during the RE process and therefore the
attribute “Ability to help identify non-functional require-
ments” is included in the assessment schema of RE
techniques. However, since identifying functional
requirements is a fundament aspect of pretty much all RE
elicitation techniques, we did not include in our assess-
ment schema an attribute, such as “Ability to help iden-
tify functionl requirements”. Such on attribute would not
contribute to the differentiation between techniques.

e The attributes reflect the major COncern of RE process
(CORESs) model proposed in our previous research [43].
Each major concern is a specific interest or objective of
the RE process which needs to be addressed [31,43].
The major COREs model is an RE process assessment
model that also serves as guideline for RE process devel-
opment. It was developed based on theoretical research
as well as surveys of software practitioners. The attri-
butes listed in Table 2 are closely related to most of the
major COREs, thus providing support for the evaluation
of RE techniques.

The schema is consistent with existing schemata proposed
by other researchers such as Macaulay’s schema [12] and
Kotonya and Sommerville’s schema [26] (see discussion in
Sect. 1) but is more comprehensive.

As can be seen in Table 2, the attributes provide a means
to measure different facets of an RE technique. The attributes
can therefore be divided into two categories:

e Attributes that describe the ability of a technique (attri-
butes 1-28): The higher the value of an attribute, the more
suitable is the technique for addressing this attribute.

e Attributes that describe economic factors (attribute 29—
31): The higher the value of an attribute, the higher the
cost of using the technique.
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Table 2 A proposed classification schema for RE techniques and their assessment

Categories No. Attributes of the techniques Exploratory JAD Functional State charts AHP XP
prototypes decomposition (also known as techniques
(throw-away state
prototype) diagrams)
Elicitation 1 Ability to facilitate communication 0.8 1 0 0 0.6 1
2 Ability to help understand social issues 0.2 1 0 0 0 0.4
3 Ability to help get domain knowledge 0.4 0.6 0 0 0 0.4
4 Ability to help get implicit knowledge 0.2 02 0 0 0 0
5 Ability to help identify stakeholders 0 1 0 0 0 0.4
6  Ability to help identify non-functional 0 0.8 0 0 0 0
requirements
7 Ability to help identify viewpoints 0 0 0 0
Analysisand 8  Ability to help model and understand requirements 1 0 0.8 0 0.6
negotiation (both general and domain specific requirements)
9  Ability to analyze and model requirements with 0 0 1 0.8 0 0.8
understandable notations
10  Ability to help analyze non-functional requirements 0 0 0.2 0 0 0
11  Ability to facilitate negotiation with customers 0.8 0 0.4 0.4 06 1
12 Ability to help prioritize requirements 0 0 0.2 0 1 1
13 Ability to help identify accessibility of the system 0.8 0 0.6 0.6 0 0.2
14 Ability to help model interface requirements 1 0 02 0.6 0 0.8
15 Ability to help identify reusable requirements and 0 0 0 0 0 0
support requirements reuse
Documentation 16  Ability to represent requirements (expressibility) 1 0 0.8 1 0 0.2
and notation
17  Ability to help requirements verification 0 0 02 0.8 0 0.4
18 Completeness of the semantics of the notation 0 0 0.6 0.6 0 0
19 Ability to help write unambiguous and precise 0 0 06 0.8 0 0.2
requirements by using the notation
20 Ability to help write complete requirements 0 0 06 0.6 0 0.2
21 Ability to help with requirements management 0 0 06 0 0 0.4
22 Ability to help design highly modular systems 0 0 06 0 0 0
23 Implementability (executability) of the 0 0 0 0 0 0
notation used
Verification and 24  Ability to help identify ambiguous requirements 0 0 0 0.6 0 0.6
validation
25 Ability to help identify interactions 0 0 0 0.2 0 0.2
(inconsistency, conflict)
26 Ability to help identify incomplete requirements 0 0 0 0 0 0
Other aspects 27  Ability to support COTS-based RE processes 0 0 0 0 1 0
28 Maturity of supporting tool 0.8 0.4 0.8 0.6 1 0.4
29 Learning curve (Introduction cost) 0.2 0.6 04 0.6 06 04
30 Application cost 1 0.6 0.2 0.6 04 0.2
31 Complexity of technique 0.2 0.2 0.2 0.4 04 0.2
This classification is essential for the calculation of the abil- It has to be pointed out that most existing techniques only
ities and cost of RE techniques. Details of the usage of the  address some of the attributes listed in Table 2. This is the
schema will be discussed in Sect. 3. reason why requirements engineers often combine several

www.manaraa.com




A methodology for the selection of requirements engineering techniques

309

RE techniques in order to adequately address the different
attributes they are concerned about.

The currently proposed list of the RE techniques attributes
worked very well in our research since it provides a founda-
tion for RE techniques assessment and analysis, and was very
helpful when it came to selecting the best combination of RE
techniques for a certain project [33]. However, application of
MRETS to more industrial projects and the inclusion of addi-
tional RE techniques will likely result in further refinement
of the list of RE attributes.

2.1.2 Techniques evaluations

The following procedure was used to assess RE techniques:

e Assessment of each technique against each attribute in
the schema. This step, in turn, is composed of the fol-
lowing sub-steps:

e RE researchers assess the techniques. Three
researchers with 5-10years experience in RE were
involved in the research to assess the RE techniques.
In situations where the researchers differred in their
assessment, results were discussed and if necessary
an aggregation method called arithmetic means was
used to resolve the disagreement [44, 45].

e Industry experts assess the techniques. The final
assessment results of the researchers were given to
two industry experts who reviewed and validated the
results. Both of the two industry experts have more
than 10years of working experience and they were
involved in more than 32 and 27 software projects,
respectively. They disagreed in about 11 percent (155
out of 1,426) of the assessment results with the three
researchers. Disagreements between researchers and
industry experts were resolved through discussion
or if no consensus could be reached, through the
weighted average aggregation method [44]. A higher
weight was given to the industry experts to ensure
industrial relevance of our work.

It is worth to mention that only 46 of the 56 initially identi-
fied techniques were assessed as the remaining 10 techniques
are currently not adequately documented. The assessment of
more techniques is part of our further research.

e The assessment results were normalized. Since all attri-
butes use the same measurement scale, the normalization
of the assessment results is done using the following for-
mula:

—1
, Wwhere M; =6 foralli,

rDefl,....6), j=1,....6, i=1,...,31

In this formula, 6 represents the number of the ordinal mea-
surements, 31 is the number of the attributes defined. Sample
data from the overall dataset is shown in Table 2. This table
contains the normalized results of the assessment of six tech-
niques. For example, the ability to facilitate communcation
of JAD techniques is assessed as “very high”. The normal-
ized value for “very high” is 1, i.e., the entry in that column
is 1. This data set is the foundation for the further analysis of
RE techniques.

2.1.3 Techniques clustering

Clustering has been used extensively as a data analysis tech-
nique in various domains, such as medical data analysis, data
mining, and market analysis [46]. Cluster analysis organizes
data by abstracting the underlying structure either as a group
of individuals or as a hierarchy of groups [47]. This means
that clustering techniques allow objects with similar attri-
butes to be organized into groups.

There are a number of clustering methods, such as K-
Means, Hierarchy Clustering and Fuzzy Clustering. Differ-
ent methods are applicable to different situations. Due to
the uncertain nature of empirical and experiential data, the
Fuzzy Clustering method is used in this research to analyze
the similarity between RE techniques.

The basic principle of the Fuzzy Clustering algorithm is
to partition n objects into p clusters by minimizing the fol-
lowing cost function [48,49]:

P n
Cost = ZZu?jdlzj

i=1 j=1

(C-1)
where

dij = |W;X; —m;|| isthe distance between each object X ;
and the cluster centroid m; , j = 1, ..., n; n is the num-
ber of objects, i = 1, ..., p; p is the number of clusters.

m; is a vector representing the centroid of cluster i.

u;j is the degree of membership of object j in cluster i.

W; is the weight for each object. W; =[1,..., 5]

The cost function is minimal if

ZuzszJXJ !
mi =" and wj=———— (C-2)
>l ()
=" kgl i

In order to examine the overall feasibility of RE techniques
clustering and to identify the optimum number of technique
clusters, 46 RE techniques were clustered using 9 different
settings as shown in the Table 3. The aim is to use that number
of clusters that ensures that the cost function is minimized
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and the techniques in each cluster have similar characteris-
tics. This number can be used as a recommendation when
applying MRETS.

The results of the nine different clustering trials can be
seen in Table 3. The number of clusters goes from 4 to 12, and
in each setting, two calculations were performed. The first
one assumed the same weight for all attributes (W; = 1); the
second calculation assumed different weights for the attri-
butes. For example, assume that for a certain project the
requirements engineers are very interested in the following
set of technique attributes: Ability to facilitate communica-
tion, Ability to help identify viewpoints, Ability to facili-
tate negotiation with customers, Ability to help prioritize
requirements, Ability to help model interface requirements.
Therefore, these attributes have a weight of 5 (highest); other
attributes are given a weight of 1 (lowest). We then examine
the clustering results to see which of the nine different set-
tings provides the lowest cost function and the most cohesive
clustering.

Based on the results of the calculations shown in Table 3,
the following observations can be made:

e The higher the number of clusters, the more fine-grained
is the classification of the techniques. Further analysis
shows that the classification into 8 or 9 clusters maxi-
mizes the cohesiveness of the techniques in each clus-
ter and minimizes the cost function. Two examples with
the total number of clusters being 4 and 8 are shown in
Tables 4 and 5, respectively. As can be seen, the tech-
niques in each cluster in Table 5 have a higher similarity
than those in Table 4. For example, cluster 2 in Table 4
contains requirements elicitation techniques. These tech-
niques are further decomposed into clusters 4, 6 and 8
in Table 5 with cluster 4 containing group session tech-
niques for requirements elicitation, cluster 6 containing
knowledge elicitation techniques, and cluster 8 contain-
ing requirements elicitation techniques that consider the
social context. Therefore, the boundary between tech-
niques in different clusters is clearer using 8 clusters
(Table 5) rather than 4 clusters (Table 4).

e Clustering also has its challenges. Some techniques were
classified into an unsuitable cluster (e.g. in Table 5, Doc-
ument Mining is a requirements elicitation technique; yet
it was included in cluster 7 where most techniques are
requirements verification techniques). Such misplace-
ments might be due to the following reasons:

Some techniques might not be well-understood.
Some techniques might not be used appropriately
in practice. An interesting discussion related to the
misuse of RE techniques can be found in [25].

e TheFuzzy Clustering algorithm is limited in its capa-
bilities as it is based on a mathematical model and
therefore is in some respect inflexible and rigid.

Further research is required to improve the Fuzzy
Clustering algorithm and adapt it to the specific pur-
pose of our research so that it will work more reliably.

e Some techniques simply do not fit well into any of
the clusters. For instance, Document Mining does
not fit well into any cluster. Its highest membership
value (0.23) is in cluster 7, which is still very low
compared to other techniques.

e The benefits of clustering are:

e Clustering provides a mechanism to group RE tech-
niques according to their characteristics. Similar
techniques are grouped into the same cluster thus
providing a foundation for the analysis of the simi-
larity of various techniques. It can therefore be used
for the selection of RE techniques.

e The analysis results spark discussion about RE tech-
niques. Further analysis based on clustering could
provide information for the development of guide-
lines for the use of RE techniques.

Based on the analysis of the clustering result of the RE tech-
niques in our experiments discussed above, we found that
some RE techniques complement each other. Although they
have very different objectives they can be used together and
the shortcomings of one technique are augmented by the
features of another technique. We also found that some RE
techniques are functionally comparable to each other as they
have very similar functions and outcome [14,33]. We there-
fore developed two concepts to describe the relationship of
techniques: functionally comparable techniques and func-
tionally complementary techniques. These two concepts are
described in Table 6.

2.2 Analysis of software projects

The second task focused on identifying attributes of software
projects and their relevance for the selection of RE techniques
based on empirical research as well as literature [14,41,50].
The task included:

1. Identification of the attributes of software projects.

2. Identification of the techniques that have been used in
previous software projects or could be good candidates
for a certain type of software project. This allows the
definition of rules that guide the selection of RE tech-
niques.

The results of these two tasks are fundamental to the pro-
posed methodology and will be summarized in the following
subsection. The interested reader can refer to [14,41,50] for
more detailed results.

Section 2.1 focused on the analysis of RE techniques. This
section now defines attributes of software projects and their
relevance for the selection of RE techniques. The aim is to
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Table 4 Clustering result with

four clusters Clusters

Membership value of each

Name of technique

technique within each cluster

0.49609
0.48749
0.48272
0.44514
0.4204

0.4179

0.41291

Cluster 1

Cluster 2 0.8065

0.77552
0.67396
0.65252
0.64511
0.63023
0.62024
0.60554

0.54303

0.67276
0.67239
0.57052
0.54265
0.4736

0.44644
0.44644

Cluster 3

Cluster 4 0.42933
0.44642
0.38335
0.37768
0.37768
0.37132
0.36391

0.35924

OOA

ERDs (Entity relationship diagram)
Functional decomposition

Decision tables

Fault tree analysis

Structured natural language specification

Representation modeling

Interview

Contextual inquiry

Brain storming and idea reduction
Future workshops

Focus group

JAD

Designer as apprentice

SSM

Ethnography (observation)

State charts (or state diagrams)
State machine

Petri-nets

Real-time structured analysis
Structured analysis (SA)

Z

LOTOS

SDL

Viewpoint-based verification and validation
Requirements checklists

Formal requirements inspection
Requirements testing

Utility test

Card sorting

Repertory grids

derive rules that show which RE techniques are suitable for
a given project.

2.2.1 Attributes of software projects

We defined 21 software project attributes. The project attri-
butes play a key role when it comes to project characterization
and selection of RE techniques. Each of these attributes has
been defined in detail in [41]. In order to shorten the length
of the paper, only the most important attributes are briefly
described here:

Project size: This attribute is defined as the size of project
(X) in terms of number of requirements. The requirements
refer to atomic requirements which are defined as indivisi-
ble, “well-formed” requirements [51]. Possible values for this

attribute are: very small (X < 100), small (100 < X < 500),
medium (500 < X < 1, 000), big (1,000 < X < 4, 000),
and very big (X > 4, 000 requirements).

Requirements volatility: This attribute is defined as the
percentage of requirements that change throughout the devel-
opment of project (¥). The attribute can have the following
values: very low (Y < 1%), low (1% <Y < 10%), medium
(10% <Y < 30%), high (30% <Y < 50%), and very high
(Y > 50%).

Project category: This attribute defines the type of pro-
ject. Possible values are: communication, embedded, semi-
detached and organic. Some of these values are borrowed
from the COCOMO model [1].

Degree of safety criticality: This attribute is defined as
the degree of safety required by the system about the loss of
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Table 5 Clustering result with

cight clusters Clusters Mem‘pership va.llue of each Name of technique
technique within each cluster
0.97674 zZ
0.97674 SDL
Cluster 1 0.95298 LOTOS
0.53364 Petri-nets
0.73222 Fault tree analysis
0.68106 Functional decomposition
Cluster 2 0.52614 Decision tables
0.40634 Entity relationship diagram (ERDs)
0.40236 Scenario approach
0.89187 Evolutionary prototypes
0.78803 Exploratory prototypes (throw-away prototype)
Cluster 3 0.54042 Representation modeling
0.21519 Extreme programming (XP)
0.69676 JAD
0.63824 Focus group
Cluster 4 0.54191 Future workshops
0.48897 SQFD
0.84888 Real time structured analysis
Cluster 5 0.84551 State machine
0.84341 State charts (also known as state diagrams)
0.70652 Repertory grid
0.64585 Laddering
Cluster 6 0.44322 Brain storming and idea reduction
0.34511 Designer as apprentice
0.32611 Interview
0.96205 Requirements checklists
0.95975 Formal requirements inspection
Cluster 7 0.95975 Requirements testing
0.23787 Document mining
Cluster 8 0.38085 Ethnography (observation)
0.3171 Contextual inquiry

human life or property. The values are defined as follows:
very low, low, medium, high, and very high.

Similarly, we define other attributes: Product Type, Team
Size, Project Complexity, Time Constraints, Organization and
Customer Relationship [12], Acquaintance with the Domain,
Product Quality Criteria, Cost Constraints, Knowledge of RE
of the Teams, Degree of Knowledge of Requirements, Avail-
ability of a Skilled Facilitator, Stakeholder Heterogeneity,
Degree of Innovation of the Project, Customer Availability,
Degree of the Importance of Reusability, Degree of the Impor-
tance of Eliciting Implicit Knowledge, Degree of Outsourc-
ing. The definitions of these attributes can be found in [41].
All these attributes provide means to describe the character-

istics of a software project. Based on the values of these pro-
ject attributes and the techniques attributes, the requirements
engineers can understand the most desirable techniques’ abil-
ities required by the software project in order to address the
specific issues of the software project. This will, in turn, help
to select the most suitable RE models and techniques for the
given project.

2.2.2 The derivation of rules
In order to facilitate RE process development, a set of rules

stating what process models and techniques are the most
suitable for a certain type of project were developed based
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Table 6 Formal definition of “functionally comparable” and “functionally complementary”

Functionally comparable techniques

Functionally complementary techniques

Definition

Semantics

Example

Property

Two techniques ¢ and ¢’ are defined as functionally com-
parable if and only if 7 and ¢’ are in the same cluster and
the differences of their attributes’ values are within a spec-
ified range, ie. |1(j) — ' (j)| <eforal j=1,...,31,
where ¢ is a project dependent value, normally ¢ < 0.4. The
functionally comparable techniques of 7 can be written as a
function F(7),

FET— P (D),

Fo)={'lt' e TAlt(j) =1 () <e}forj=1,...,31

The semantics of the functionally comparable techniques
states that the techniques are functionally similar about the
attributes defined in our research [15,55]. If two RE tech-
niques are functionally comparable, the major functions of
these two techniques are very similar. The condition “in the
same cluster” ensures the two techniques are functionally
similar.

For example, Z and SDL are functionally comparable
techniquesas both techniques can support formal require-
ments documentation and verification. This is also sup-
ported mathematically, as Max|Z(j) — SDL(j)| = 0.4 and
04<e=04foralj=1,...,31

Functionally comparable techniques satisfy the commuta-
tive law, but do not satisfy the transitive law. For example,
if #; is a functionally comparable technique to f, then #; is
also a functionally comparable technique to #;; however, if
t; is a functionally comparable technique to ¢, and if ¢; is a
functionally comparable technique to #, then it is not nec-
essarily true that #; is a functionally comparable technique
to #.

Two techniques rand ¢’ are defined as functionally com-

plementary if and only if zand " are not in the same
31
> (k) — t’(k))‘ < ¢&.Ourresearch
k=1
determined that ¢ < 0.8 is a suitable value fore [15,55].
The functionally complementary techniques of tech-

nique ¢ can be written as a function C(¢), where
C:T— P(T),

clusterand 0.4 <

CHy={{'|'eT < > ¢}

31
> (t(k) — ' (k)

The semantics of the functionally complementary tech-
niques states that the techniques are functionally not the
same, but complementary to each other. If two RE tech-
niques are complementary, the advantage of one tech-
nique is the weakness of the other. The condition “not
in the same cluster” ensures the two techniques are not
functionally similar, but complementary.

For example, Ethnography (observation) and Interview
are complementary techniques, because observation is
good at eliciting implicit knowledge and the overall
behavior of the system, but not good at identifying
stakeholders, future requirements and the data of the
system. Interviewing, on the other hand, is good at
doing these. Therefore, these two techniques are func-
tionally complementary.

Complementary techniques satisfy the commutative
law, but not the transitive law. For example, if #; is a
functionally complementary technique to #, then # is
also a functionally complementary technique to #; ; how-
ever, if ; is a functionally complementary technique to
tj, and if ¢; is a functionally complementary technique
to 7, then it is not necessarily true that #;is a functionally
complementary technique to #.

Meaning of the notations:

T be the set of all existing RE techniques #; P(T) denotes the power set of T
t,t" and t; denote individual RE techniques, currently, i = 1,...,46; Ay, Az, ..
A represents the set of all currently identified attributes of RE techniques; .A is defined as a real number in the range of [0, 0.2, 0.4, 0.6, 0.8, 1] or
A=10,0.2,0.4,0.6,0.8, 1]
., @i, are the values of the attributes for techniques ti, t; = (a;, 1, a;,2, ..., a;,m); t;(j) = a; j;i =1,...,46, j =1,...,31. In this
case T can be writtenas T = A x Ay X ..., XA,

ai,1,4i2; .-

., An are the attributes of , A; € A,i =1,...,31

on a survey of five practitioners who have worked on more
than 20 software projects in the past 14years, as well as
three experts in academia who have both research and indus-
trial experience for more than 10years. Some rules were
directly derived from past projects; others were derived from
the predictive judgment received from different experts. For
example, if expert A recommends a set of techniques 7; =
{t1, 1o} for project Pr; and expert B recommends a set of
techniques 7; = {#1, t3} for the same project, then the final
recommendation would be either 77 U T if 1, and #3 are not
mutually exclusive, or 7; N T if 1, and 3 are mutually exclu-
sive. Helmer and Rescher [52] state that in imprecise science
where no accepted measurements are available the incorpo-
ration of expert opinion into the investigation structure of the

@ Springer

subject area is acceptable and can also assure the validity of
the result just as in other research. Based on this assertion, we
argue that the process used in this research for the derivation
of the recommendation rules from experts is acceptable.

All the derived rules are part of the RE process knowledge
base (REPKB) and are used to help select the most suitable
RE techniques for a given project. These so-called recom-
mendation rules provide the initial recommendation given
to the requirements engineers in the overall technique selec-
tion process. For example, when requirements engineers are
faced with a new project, the initial recommendation of RE
techniques, denoted as T7g, can be retrieved based on the
rules in REPKB and presented to the user with the help of a
case-based reasoning mechanism.
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Table 7 Examples of a recommendation rules

Rule Attributes of Project and Product Recommended Technique Sets (Decision
No. (Condition attributes) attributes)
Project Size Small
Elicitation:
Team Size 10 1. XP (Customer Online)
2. Evolutionary Prototyping
. . . 3. Representation Modeling
Requirements Volatility High 4. Focus Groups
Analysis and Negotiation:
Project Category Organic 1. O0A
1 2. AHP
Degree of Safety Criticality Low 3. UML
Documentation:
. . . 1 UML
Time Constraint High 2. Structured Natural Language Specification
Verification and Validation:
Product Type New 1. XP (Customer Online Inspection)
2. Formal Requirements Inspection
Project Size Medium
Elicitation:
Team Size 40 1. Interviewing
2. Focus Groups
. . 3. Ethnography (Observations)
Requirements Volatility Low Analysis and Negotiation:
1. SQFD
Project Category Embedded 2. Viewpoint-Based Analysis
2 3. Scenario Approach
Degree of Safety Criticality High Documentation :
1. SDL
. . 2.Viewpoints-Based Specification
Time Constraint Low Verification and Validation:
1. Formal Requirements Inspection
Product Type New 2. Scenario Approach
3. Requirements Testing
. . . Elicitation:
Project Size Big 1. Interviewing
2.JAD
Team Size 100 3. Ethnography (Observations)
Analysis and Negotiation:
Requirements Volatility Low 1. Scenario Approach.
2. SQFD
. . 3.00A
Project Category Semi-Detached 4. ERD
3 5. Goal-Based Analysis.
Degree of Safety Criticality High Documentation :
1. UML
Time Constraint Low 2.SDL
3. Structured Natural Language Specification
Product T N Verification and Validation:
roduct Type ew 1. Formal Requirements Inspection
2. Requirements Testing
3. Scenario Approach
4. Requirements Checklist

The basic format of the techniques recommendation rules
is illustrated in Table 7. The recommendations are based
on the attributes of the given project. The techniques rec-
ommendation rules can be represented as X (CR, Ty (),
where C? is a vector which includes a group of values of
the attributes from a given project and Tyg() is a vector
which includes the recommended techniques based on C;.
For example, the first rule in Table 7 can be represented as
r} (CR, Tyra1y) ; CR ={Project Size=Small, Team Size = 10,
Requirements Volatility =High, Project Category =Organic,
Degree of Safety Criticality = Low, Time Constraints = High,

Product Type=New}; and T g(1) ={{ Customer Online, Pro-
totyping, Concept Map, Focus Groups}, { OO Analysis, AHP,
UML}, {UML-Based Specification, Structured Natural Lan-
guage Specification}, { Customer Online Inspection, Formal
Inspection} }. Currently, 36 rules have been developed in our
research [33].

The initial recommendation is based on a case-based rea-
soning mechanism that uses previous experiences, which
however may not be totally suitable for the given project.
In this case, further refinement of the selection is needed.
Requirements engineers will look for other functionally
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similar or complementary techniques to the techniques in
T;r which have a lower cost and complexity but can still
meet the constraints of the given project.

3 The methodology
3.1 Notations

The following additional notations will be used in the remain-
der of the paper:

Let Trs be a techniques recommendation space. A tech-
niques recommendation space is defined as a set of tech-
niques from which the final combination of recommended
techniques can be derived. It is composed of:

e The initially recommended set of techniques 77 for a
given project. This recommendation is based on experi-
ence from previous projects.

e A set of prospective techniques recommended by the
requirements engineers denoted as T g. The purpose of
including these techniques in the recommendation space
is to allow the requirements engineers more freedom in
the decision making process.

e All the techniques that are functionally comparable or
complementary to any of the techniques in T7r U Tgg.
The aim of including functionally comparable techniques
in TRrg is to ensure that techniques with similar function-
ality, varying costs, and varying complexity are consid-
ered and the most suitable one is selected. The aim of
including functionally complementary techniques in Trg
is to ensure that the overall ability of the recommended
techniques is the highest and the combination of the RE
techniques is adequately optimized.

Mathematically, the techniques recommendation space can
be represented as:

Trs = T1r UTer U {1l € Ct) At € (Tjr U Tgr)}
U{t”|l” eFi)nt e (TirU TER)}-

where

C(t) and F(¢) represent functionally complementary tech-
niques and functionally comparable techniques to technique
t, respectively.

Let T1, ..., T, be the alternatively recommended tech-
niques within Trg,i.e. 7; C Trs,i =1, ..., n.

One of the major tasks of the approach is the selection of
a T; from TRs, such that 7; best fits the characteristics of the
given project and maximizes the assistance to elicit, analyze,
document, manage, verify and validate requirements.

T; contains techniques of all four phases of the RE pro-
cess,i.e. T; = T, U T, UT,; UT, where T,, T,, T;, T, are

@ Springer

requirements elicitation, requirements analysis and negotia-
tion, requirements documentation, and requirements verifi-
cation and validation techniques, respectively.

3.2 Objective function

The definition of the objective function that is used as crite-
ria for RE techniques selection is of great importance. The
objective of the selection process is to find that combination
of techniques that has the maximum overall ability and min-
imal cost for a given project. The objective function focuses
on the quality of requirements specifications, the complex-
ity and cost of RE techniques. The techniques selected from
the Trs must meet the criteria set by the objective function
[14,33]. The objective function is formally defined as fol-
lows:

Fc : P(T) — Real
Fo(T)) = Z Ability,
teT;
28
Ability, =" 1(i)—2# (B #1(29)+1(30)+(31)) (03.2)
i=l1

Tc = Max Fc(T;) for all T; C Tgs,

(03.1)

(03.3)

where

Fc represents the objective function.

Each T; is a set of techniques and 7; is one of the tech-
nique combinations in Trs; each 7; shall include require-
ments elicitation (7,), requirements analysis & negotiation
(T,), requirements documentation (7y), and requirements
verification & validation techniques (75);i.e. T; = T,UT, U
TaUTy;

Fc (T;) represents the value of the objective function when
the recommended RE techniques are 7;;

Ability, indicates the normalized numerical value of the
overall abilities of techniques ¢;

Tc denotes the recommended solution for the given pro-
ject with the maximum value of Fc(7;) among all T;s;

t(1) to t(31) represent the normalized numerical values
of the RE technique attributes 1 through 31 (see Table 2);
B is a coefficient that represents the requirements engineers’
knowledge in the following way:

e B=1, if requirements engineers do not know the tech-
nique at all, i.e., the introduction cost attribute of the
technique needs to be taken into consideration.

e B=0, if the requirements engineers have extensive
knowledge about the technique, i.e., the introduction cost
attribute does not need to be considered.

e Intermediate values are possible to allow for partial
knowledge of a technique.
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‘ Scoring of the attributes of the given project

| T

\

o>

Derivation of the
initially recommended

Analysis of techniques using clustering method

Techniques recommended by

techniques 7, based on
CBR

Clustering 1

Clustering n

requirements engineers T,

Identification of the techniques that are:
« functionally complementary to each technique in Tz Y Tz

« functionally comparable to each technique in 7, U7y,

Analysis of techniques and construction of the Recommendation Space
Tas

\ 4

Calculation based on the objective function

Select a combination of techniques in TS0 that it can satisfy the objective function,
i.e., minimize the cost and maximize the ability of the selected combinations

\ 4

Refinement of the recommended RE techniques M

Notes:

Indicates the involvement of requirements

engineers reasoning

Fig. 1 High-level illustration of MRETS

The numerical factor 2 in the formula 03.2 is an experience
factor derived in our case studies during the research which
ensures that the cost factor is adequately weighted.

It is worth mentioning that the assignment of the techniques
in Trs to 7; can either be done manually by requirements
engineers or automatically by computers based on the rules
implemented in a support tool. The rule-based tool is still to
be developed and the explanation of these rules is beyond the
scope of this paper.

3.3 The process of MRETS

The overall approach for the selection of RE techniques is
shown in Fig. 1. The approach can be summarized in the
following five steps:

Step 1. Scoring of the attributes of the given project.

In this step, the requirements engineers score the
attributes of the given project. The scores can be
an initial estimate based on the experience of the
requirements engineers if detailed information
about the project is not yet available.

Derivation of the initially recommended RE tech-
niques.

Step 2.

CBR stands for case based

Step 3.

Arrows indicate the logical flow of the steps in the
methodology

In this step, a set of RE techniques (77 g) is derived
based on scored attributes and the rules in REPKB
(see Table 7) using a case-based reasoning mech-
anism. This step does not need the involvement of
an expert if computer support is available. The ini-
tial recommendation is based on experience from
previous projects. It only provides general guid-
ance as to what techniques might be suitable can-
didates for the new project. However, the situation
of the new project at hand will not be exactly the
same as the previous projects; therefore, further
analysis, refinement and modification of the initial
recommendation is likely needed.

Analysis of RE techniques using the clustering

method.

The major task in this step is to analyze all the tech-

niques in REPKB using the clustering mechanism.

This step includes the following sub-steps:

(a) Selection of a set of technique attributes
which are considered important for the given
project. This step needs the involvement of
the requirements engineers. For example, the
requirements engineers might be very inter-
ested in the following set of attributes: Ability
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to facilitate communication, Ability to help
identify viewpoints, Ability to facilitate
negotiation with customers. Thus, the clus-
tering will be based only on these attributes
instead of all 31 attributes. The automation
of this step is subject to further research.

(b) Technique clustering based on the technique
attributes selected in a).

Analysis of the techniques and construction of the

recommendation space Tgrs.

In this step, the requirements engineers construct

the techniques recommendation space including

potentially suitable techniques for the project. The
content of Trg is discussed in Sect. 3.1. This step
includes the following sub-steps:

(a) Analysis of the techniques in T7g, to ensure
that all the techniques are compatible with
the new project. Incompatible techniques are
removed from 77 g. Requirements engineers
can also compare different techniques based
on certain attributes such as “Application
cost”, “Ability to help model and understand
requirements”.

(b) Selection of a set of prospective techniques
from the requirements engineers’ perspec-
tive denoted as Tgr. This makes sure that the
requirements engineers’ expertise is included
in the decision making process. Tgr could be
an empty set.

(c) Identification of all techniques, which are
functionally comparable and functionally
complementary to all the techniques in Tjr U
Tgr, by using the results of the technique
clustering of the previous step. The function-
ally comparable and functionally comple-
mentary techniques help requirements engi-
neers find more suitable techniques for the
new project.

(d) Combination of the techniques identified in
steps a), b) and ¢) to construct the techniques
recommendation space Trs. The require-
ments engineers are involved in this step.

Calculation based on the objective function.

In this step, the requirements engineers select vari-

ous combinations of RE techniques from Trg based

on the calculation of the objective function. This
step includes the following sub-steps:

(a) Selection of the various combinations of tech-
niques 7; within Tgs.

(b) Calculation of the overall ability of the tech-
nique combination 7; selected by require-
ments engineers based on the values of their
attributes using the objective function. This

Step 4.

Step 5.

@ Springer

provides a means to evaluate the overall abil-
ity and the cost of the candidate techniques
so that the most suitable techniques can be
selected.
Refinement of the recommended techniques selec-
tion.
In this step, the final recommendation Tc¢ is
adjusted according to the experience of the require-
ments engineers. Checking the consistency ensures
that the recommended techniques are not mutually
exclusive, i.e. the usage of one technique ¢ does not
violate the basic principles of another technique
t’. For example, XP requirements verification and
Z requirements verification are mutually exclusive
techniques since requirements verification using Z
violates basic principles of XP. Some techniques
might also be removed based on further evalua-
tion of their complexity and characteristics of the
given project. Appropriate requirements manage-
ment techniques will also be included into the final
recommendation.

Step 6.

It has to be mentioned that RE management techniques
selection is currently still done manually in an unsystematic
manner based on expert’s knowledge and familiarity with
RE management tools. Automating this process is subject to
future research.

Detailed guidelines for each step are defined and stored in
REPKB as well as the knowledge about RE techniques and
the guidelines for their usage to provide effective support for
techniques selection.

4 A case study

Three case studies were conducted throughout the course of
this research. The following describes one case study that
shows the application of the MRETS approach to an indus-
trial project in company X (the name of the company is with-
held for reasons of confidentiality).

Company X is a medium-sized software organization that
worked on a Port Scheduling System (PSS). The PSS project
took about one and half years and had many non-functional
requirements. With the approval of the organization’s man-
agement, the requirements engineers agreed to apply the
MRETS approach to help select a set of suitable RE tech-
niques for the PSS project. The authors were heavily involved
in the entire development process in order to provide neces-
sary guidance and help.

The case study was designed according to the guidelines
and methodology proposed by Kitchenham et al. [53]:
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1. Definition of the hypothesis

2. Selection of the pilot project

3. Selection of a suitable method for comparison and cri-
teria for the validation

4. Consideration of the effects of confounding factors

5. Planning of the case study

6. Conducting and monitoring the case study against the
plan

7. Analysis of results and generation of report

The hypothesis of the case study is: “Using a combination
of RE techniques selected with MRETS rather than using ad
hoc practices has a positive impact on the overall quality of
the software requirements specification”.

The next two subsections describe steps (6) and (7) in
more detail. A detailed description of steps (2) to (5) for the
case study can be found in [33].

4.1 Conducting the case study

In this step, the requirements engineers followed the process
of the MRETS methodology described in Sect. 3 to derive a
set of RE techniques for the project PSS. A summary of the
process is given below:
Step 1. Scoring of the attributes of the given project (see
Table 8).
After the initial analysis of the problem, the require-
ments engineers scored the attributes of the PSS
project based on its description and perception by
requirements engineers. Other attributes that are
either unknown or less important are omitted in
Table 8.
Derivation of the initially recommended RE
techniques.
In this step, case-based reasoning was conducted
in the REPKB. The result of the reasoning was
a project case with project attributes most similar
to those of the PSS. Furthermore, the case-based
reasoning provided a set of recommended tech-
niques, denoted as Ty, for the new project. In our
case, Ty g is shown in the third column of Table 9.
Analysis of RE techniques using the clustering
method.
In this step, the following tasks were carried out:
e Based on the attributes identified for the given
project, the requirements engineers chose those
technique attributes (see Table 10) that were
essential for the selection of suitable RE tech-
niques.
e The requirements engineers assigned weights
to each attribute based on the features of the
project (see second column of Table 10).

Step 2.

Step 3.

e Based on our previous research [14,33], we
recommended 9 clusters, i.e., P = 9.

e The requirements engineers conducted tech-
nique clustering based on the Fuzzy Cluster-
ing algorithm. The outcome of this clustering
is presented in Table 11.

Analysis of the techniques and construction of the
techniques recommendation space Trs.
After the analysis of the techniques in T} g, require-
ments engineers decided to include all the tech-
niques of 7;r into Trs. No additional techniques
were suggested by the requirements engineers for
inclusion in Trs. Thus, the techniques recommen-
dation space included the following two parts:

e All the techniques in T7g.

e All the techniques that are functionally compa-
rable and functionally complementary to each
technique in TR.

Based on the clustering in the last step, both “Focus
group” and “Ethnography” are considered as func-
tionally complementary techniques to “Interview”;
and “OO0 analysis” and “Goal-based analysis” are
considered as functionally comparable techniques
to “Scenario-based analysis”, and ‘“Viewpoint-
based analysis techniques”, respectively. These
relationships are presented in Table 9. The inclu-
sion of functionally comparable techniques and
functionally complementary techniques in
each cluster provides means to explore additional
techniques that might be suitable for the new
project.

Calculation based on the objective function.

Step 4.

Step 5.

After analyzing the techniques in Trg, requirements engi-
neers selected the most promising combinations of tech-
niques (see Table 12). The calculation of the most suitable
technique combination was made using the objective function
(see Sect. 3.2). Based on formulas O3.1 and O3.2, the cost
of each technique and the final score of each technique in the
recommendation space is shown in Table 13.

In most cases, the techniques combination with the high-
est score will be selected as the final set of techniques unless
there are other factors that have to be considered. In this case,
further refinement of the techniques selection is required.

The final overall scores for all combinations of RE tech-
niques as determined by the objective function are shown in
Table 14. The technique combination 4 (74) has the high-
est score and is therefore the final recommendation based on
formula O3.3.

Step 6. Refinement of the recommended techniques selec-

tion.
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Table 8 Project definition

Project description

The project is to develop a “Port Scheduling System”. The objective of the system is to schedule a container terminal

with a throughput of a maximum of 1 million TEU (20 foot equivalent unit) each year. The terminal must also be

able to handle smaller cargo. The project requires a highly interactive interface and a high degree of automation of the

control functions and the scheduling of the port.

Project attributes
Project complexity: Medium

Requirements volatility: Low

Project size: medium (> 500 and < 1, 000 requirements)

Organization and customer relationship: SCR (SCR stands for responding to a Specific Customer Request)

Project category: Semi-detached

Team size (number of people in the project): 30

Degree of knowledge of requirements: Medium

Product attributes Degree of safety criticality: High
Product quality criteria: High

Product type: New

Table 9 Techniques recommendation space

Initial recommendation (77)

Functionally Functionally
Comparable Complementary
Techniques Techniques

RE techniques T.: Interview, JAD

Ty Viewpoint-based analysis,
Scenario-based analysis (use
cases), AHP

Ty: Viewpoint definition,
Structured natural language
specification

Ty: Viewpoint validation, Formal

requirements inspection

Focus group (with respect
to interview), Ethnography
(with respect to interview)

Goal-based analysis (with
respect to viewpoint-based
analysis), OO analysis (with
respect to scenario-based
analysis)

UML

1. T,: stands for the initially recommended Elicitation techniques. 7;: stands for the initially recommended analysis and negotiation techniques. 7:
stands for the initially recommended documentation techniques. 7, : stands for the initially recommended verification and validation techniques
2. Viewpoint-based analysis is a technique which can integrate OO modeling mechanisms into a RE process

The third column of Table 15 lists the techniques contained
in the recommended combination. This final recommenda-
tion was once more reviewed by the requirements engineers.
Based on the characteristics of the project, the requirements
engineers realized that the prioritization of requirements in
this project is not that difficult and can be done informally;
therefore, AHP was removed during this final review.
Additionally, no exclusive techniques were identified in
the consistency check. Furthermore, requirements change
management techniques were included in the final recom-
mendation.

The final decision made by the requirements engineers
is listed in the fourth column of Table 15. This decision
includes an in-house requirements management tool called
“DocManager” since the company had already had previ-
ous experience using this tool. Even though DocManager

@ Springer

is less powerful than other commercially available require-
ments management tools (e.g., DOORS [54]), it provided the
necessary functionality at much lower cost.

4.2 Results analysis
4.2.1 Quantitative analysis

The recommended techniques were used in the RE process
for the PSS project by the requirements engineers in com-
pany X. The data collected during the case study in the PSS
project which used our MRETS approach, was compared
with a previous project of an Intelligent Industrial Waste-
Water Treatment System (IWTS) that did not use our MRETS
approach. Both projects exhibit very similar project attributes
(see Sect. 2.2.1). Table 16 and Fig. 2 compare the two projects
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Table 10 Technique attributes selected by requirements engineers

Selected technique attributes Weight of the attributes
Ability to help get domain knowledge 4
Ability to help identify stakeholders 4
Ability to help identify non-functional requirements 4
Ability to help model and understand requirements 5
Ability to help analyze non-functional requirements 5
Ability to help model interface requirements 5
Ability to help requirements verification 4
Ability to help get implicit knowledge 4
Ability to help write unambiguous and precise requirements by using the notations 4
Ability to help write complete requirements 5
Ability to help with requirements management 4
Ability to help identify interactions (ambiguous, inconsistency, conflict) 3
Maturity of supporting tools 5
Table 11 Result of the clustering
Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7 Cluster 8 Cluster 9
Interview Evolutionary Viewpoint- Ethnography Specification and ~ Structured ~ OOA Requirements Future
prototypes based description analysis checklists workshops
documentation language (SDL) (SA)
Contextual Exploratory Structured Designer as zZ Real-time ~ Repre- Formal Focus
inquiry prototypes natural apprentice structured  sentation requirements group
(throw-away language analysis modeling inspection
prototype) specification
Brain-storming ~ eXtreme eXtreme Document LOTOS Problem UML Requirements JAD
and idea programming programming mining frame testing
reduction (XP) (XP) (document oriented
inspection) analysis
Viewpoints- AHP State charts (also  Decision Scenario—  Utility test SQFD
based known as state tables based
elicitation diagrams) approach
eXtreme Card sorting State machine Functional ~ERDs Goal-oriented SSM
Programming decompo- verification and
(XP) sition validation
Repertory grids ~ Petri-nets Fault tree Viewpoint-based
analysis verification and
validation
Laddering Goal-oriented Viewpoint-
analysis based
analysis

It is worth mentioning that Extreme Programming (XP), considered as a technique in this research, appears in three clusters. The reason for this is
that the membership of XP is almost the same within three of the clusters. This reveals the fact that XP partially addresses requirements elicitation
(using the “customer online method”), requirements analysis (using the “prototyping method”), and documentation (using the “user story card”).
Even though XP involves some requirements validation, it does not score high enough to be included in cluster 8 where the requirement verification
techniques are located
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Table 12 Technique combinations

No. Technique combination 7, T, T Ty
1 T Interview, Focus Group,  Viewpoint-based Structured natural Viewpoint validation
Ethnography, analysis, AHP language specification
2 T Interview, Focus Group, OO Analysis, AHP Viewpoint-based Formal requirements
Ethnography, definition specification
3 T3 Interview, Focus Group,  Scenario-based analysis,  Structured natural Formal requirements
Ethnography, AHP language specification inspection
4 Ty Interview, Focus Group,  Viewpoint-based Viewpoint-based Formal requirements
Ethnography analysis, AHP definition inspection
5 Ts Interview, Focus Group,  Goal-oriented analysis, Viewpoint-based Formal requirements
Ethnography, AHP definition inspection
6 Te Interview, Ethnography,  Scenario-based analysis, ~ Viewpoint-based Viewpoint validation
AHP definition
7 T; JAD, Interview Viewpoint-based Viewpoint-based Formal requirements
analysis, AHP definition inspection
8 T3 JAD, Interview Scenario-based analysis ~ Structured natural Viewpoint validation
language specification
Table 13 Scoring results
Category Name of the Abilities Cost of Final score Notes
techniques in Trs of each technique each technique for each technique
based on equation O3.1)
Elicitation Interview 52 0.6 4.0 B=0
Focus Group 5.8 1.2 3.4 B=0
JAD 5.6 1.8 2.0 B=1
Ethnography 4.8 1.4 2.0 B=1
Analysis Viewpoint-based 4.4 0.7 3.0 B=0
analysis
Scenario-based 4.8 1.2 2.4 B=1
analysis (use case)
OO analysis 3.6 1.2 2.0 B=0
AHP 1.6 1.2 —0.8 B=1
Goal-oriented 4.2 2.2 —-0.2 B=1
analysis
Documentation Viewpoint-based 6 1 4.0 B=0
definition
Structured natural 34 0.2 2.6 B=0
language
specification
UML 6.6 1.8 3.0 B=0.4
Verification and Viewpoint-based 2.8 2.2 —1.6 B=1
validation validation
Formal requirements 2 1 0 B=0
inspection

carried out by the same team except that two junior develop-
ers were not part of the PSS project. As can be seen, the two
projects are similar in the number of people involved and the
duration. However, even though the PSS project has about
25% more requirements than the IWTS project, it required
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less development time. Furthermore, the PSS project was
only 8.33% over time, while the PSS project was 31.25%
over time in terms of person-months. The likely reason for
this is that the recommended RE techniques helped discover
and correct more requirements earlier on than was the case in
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the IWTS project, which experienced very late requirements
changes. As can be seen from Table 13, the only training
cost was related to the Ethnography technique (B = 1) since
the requirements engineers were already familiar with the
other techniques. The comparison of the two projects shows
that the advantages of using the recommended RE techniques
outweigh the costs associated with the training and the time
spent on applying additional RE techniques. Furthermore,
the skills gained from the training were not only applied to
this one project, but developers continue to use their newly
gained knowledge in future projects.

4.2.2 Qualitative analysis

In addition to the quantitative analysis (presented in the last
sub-section), a questionnaire was conducted among all the
developers, requirements engineers as well as managers who
were involved in the PSS project [33]. The feedback from the
developers about the suitability of the recommended tech-
niques in the project was very positive. The company was
able to develop a much better requirements specification with
more precise definitions, clearer structure and traceability
compared to previous software projects. But most impor-
tantly, requirements ambiguity and conflicts were greatly
reduced [33]. The requirements engineers and project man-
ager emphasized that the high quality of the requirements
specification had a positive impact on the software project
compared to the project IWTS project. The data collected in
the case study show that requirements volatility was lower
compared to similar projects carried out previously by the
company. A key success indicator is that no major require-
ment that would have had a significant impact on the overall
system structure or on major functionality (see Table 16 for
the definition of “major requirements’) was added or deleted
after the completion of the RE phase.

4.2.3 Observations and discussion

The following observations were made based on qualitative
and quantitative data collected throughout this research:

e Thedevelopers did not see any need to change the recom-
mended final set of techniques, and most noticeably, both
the qualitative and quantitative data collected from the
survey that has been done subsequently suggested that
recommended techniques made a positive contribution
to the success of the software project [33].

e The recommended techniques are not applied sequen-
tially. Table 17 illustrates the usage of the recommended
techniques in the project and shows that techniques were
not used in a fixed order but iteratively or in parallel

Table 14 Overall ability scores for each technique combination

No. Technique Sum of ability scores
combination for all the techniques

in each techniques
combination based on (03.2)

1 T 12.6

2 P 14.6

3 T3 13.6

4 Ty 15.6

5 Ts 12.4

6 Ts 10.0

7 T; 12.2

8 T3 9.4

depending on the situation. This shows that the use of
the recommended techniques in practice cannot be totally
pre-programmed and is subject to the situation and the
judgment of requirements engineers.

e Notall features of a technique have to be used. Only those
features that were necessary based on the situation were
used. For example, only the following two activities of
the technique Ethnography were used: “An in depth study
of one or more situations” and “The study of action in a
social and cultural context”. The partial use of RE tech-
niques has already been discussed in [55]. Ethnography
is arelatively unknown technique and not used regularly
in software projects. However, it was strongly recom-
mended in this project due to the fact that the project
team was not familiar with the problem domain of the
project. The use of Ethnography in this project led to
the discovery of essential port management and sched-
uling functionalities which would have otherwise been
overlooked.

e Requirements engineering is not the sole duty of require-
ments engineers. The involvement of developers and
senior management in the RE process under the
leadership of requirements engineers has definitely had
a positive impact on the project. This conclusion is con-
sistent with results reported in [56].

This case study illustrates the help MRETS provided during
RE process development. We acknowledge that comparing
the data from the two projects cannot be used to proof that
our methodology will always improve project success. There
are many other factors that have an impact on project success
and can reduce the validity of the study:

e Management commitment: The management of the two
projects had slightly different levels of commitment to
the RE process. Management of the PSS project wanted
to use a well-developed RE process model right from

@ Springer

www.manaraa.com



324

L. Jiang et al.

Table 15 Recommendation and final selection of techniques

Categories Initial recommendation Final recommendation Final decision

Elicitation Interview, JAD Focus Group, Interview, Focus Group, Interview,
Ethnography Ethnography

Analysis & Viewpoint-based analysis, Scenario-based Viewpoint-based analysis, AHP Viewpoint-based analysis

Negotiation analysis (Use Cases), AHP

Documentation Viewpoint-based definition, Structured Viewpoint-based definition Viewpoint-based definition

natural language specification

Verification and
validation
Management

Viewpoint validation, Formal
requirements inspection

Formal inspection

Formal requirements inspection

Requirements management
supported by an in-house
requirements management tool
called “DocManager”

Table 16 Data collected from
the current project and a
previous project

Project Name Intelligent Industrial
Port Scheduling System Waste-Water Treatment
Measured Data (PSS) System
AWTS)
F{.)C“s Qroup, Interview, !Elhnography, Informal Focus Group, Interview,
Viewpoint-Based Analysis, S
. . T 00 Modelling, informal
. Viewpoint-Based Definition, . .
RE techniques used - N . documentation, and informal
Formal Requirements Inspection, . e
N 3 . . requirements verification and
Requirements management supported by an in-house| A
i “DocM 1 validation
requirements tool called “D
Tola_l number of (a_lf)m|_c) requirements in the final 382 702
i specification
Number of analysts involved (play the role of requirements 4 4
engineers as well)
Number of developers involved 49 51
Number of original requirements 348 307
Requirements elicited using Absolute 496 266
the led ry
techniques rf_‘n‘l’lf, the total number of 56.2% 37.9%
Number of requirements deleted during requirements 3 o
verification and validation N
Number of requirements modified during requirements e
e A 164 0
verification and validation
Number of requirements added during requirements 1 ok
verification and validation
Number of requirements Absolute 55 138
discovered during the design | o
nge g g % of the total number of 6.2% 17.5 %
S requ
Number of requirements deleted during the design stage 0* 74
Number of major Absolute 0 7
requirements changed after % of the total number of o
start of design requirements 0 %
Number of requirements Absolute 14 65
. . " S
discovered during the testing | % of the total number of 1.6% 9.3%
stage requ
Number of requi :bsolulch 1 — 69 277
changed after design began o over the total number of 7.8% 39.5 %
requ
Project durati Planned 18 months 16 months
roject Curation Actually spent 19.5 months 21 months
. Planned 882 816
Eff¢ P - h
ortin Person-months “Actually spent 955.5 1071
Cost overrun in terms of the Number - 3.5 255
N § . % over the total effort of the 8.3% 31.3%
Effort in Person-months 5
project
Notes:
1. 0% indicates that “No requirement was deleted”
2.. 0%* indicates that “No requirements verification and validation techniques were used”
3. major requirement is defined as the requirement which has major impact to the overall system structure and major functionalities

the beginning. However, based on our information about
both projects, the difference in commitment was not large
enough to have a major impact on the result.

e Learning effects and training: Learning effects play an
important role if the projects are in the same domain.
However, since the two projects are in two different
domains, learning effects were considered minimal.
Additionally, the amount of training provided for the
PSS project was limited. Therefore, these factors are not
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considered as a major reason for the success of the PSS

project.

e Available project data: The data collected from the sister
project IWTS was limited which did not allow us to com-
pare the two projects as thoroughly as we would have
liked. The difficulty in getting sufficient data to verify
the proposed theory or arguments in software engineer-
ing research has already been identified by Glass [57].
This is also the case in this research. However, it is worth
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mentioning that even though more techniques were used
in the PSS project than in the IWTS project, this does not
necessarily means that the more techniques are used, the
better the result will be. In fact, using more RE techniques
might even delay the software project and possibly even
lead to project failure. Examples of project failures due
to inappropriate use of RE techniques can be found in
[25]. The key point is to use those techniques that satisfy
the constraints of the project and contribute to the overall
quality of the requirements at the same time.

e Other factors. These factors are related to the personal
attitudes and experiences of people during the applica-
tion of the MRETS methodology and might also have
influenced the techniques selection. Additionally, factors
such as experience of project manager and staff, proper
planning, ownership, also play a role in the success of
software projects [58]

Nevertheless, the data collected is supported by both the qual-
itative and quantitative feedback of requirements engineers
and developers involved. All of the requirements engineers
and developers agreed that the two projects are comparable
with regards to the defined controlled variables of the project.
The case study supports the fundamental assumption made
by the RE community that getting high-quality requirements
early on will reduce rework and overall development cost.
Furthermore, developers stressed that the high-quality of the
requirements made tracing requirements to their
sources possible, understanding the requirements easier, and
conflict resolution more effective compared to previous pro-
jects. Additionally, the company is committed to collaborate
with us in future and to apply our approach for RE techniques
selection in upcoming projects.

5 Conclusions and future work

In this paper, we proposed an approach called MRETS for
the selection of RE techniques using clustering and decision
support mechanisms. The feasibility of the MRETS approach
was demonstrated in a case study which we compared with
data from a previous project. The research has so far resulted
in the following:

1. It provides an extensive review of significant research
efforts in the RE domain over the last 2 decades [7,33].
The large number of RE techniques provides us with
numerous alternatives to select appropriate RE tech-
niques for a given project.

2. Theresearch thoroughly investigated the advantages and
disadvantages of different RE techniques and their appli-
cability in practice [7,14,33].

3. The clustering method and decision support mechanism
help find more suitable, less complex and less expensive
techniques for a specific task.

4. The limitations in our research are inevitably influenced
by the scope of the RE techniques included and the sub-
jective nature of the data collected. In brief, they include
the following aspects:

e Thelimited number of the RE techniques. Currently,
only 46 RE techniques are included in the REPKB.
More techniques will be added to REPKB in future.

e The completeness and accuracy of the techniques
evaluation schema. The 31 technique attributes do
not cover all aspects of RE techniques. They will
likely require further refinement.

e Our understanding of RE techniques. The evalua-
tion of some techniques can be controversial. This
can have an impact on the clustering.

e The sources of the data. The data is derived from RE
experts and available literature on RE techniques.
A completely objective assessment of the effective-
ness of RE techniques is impossible.

e The lack of availability of detailed descriptions of
some techniques. This has an impact on the accuracy
of the final result of the clustering.

e The classification schema and rating methods used
for the RE techniques analysis still have limitations
and will be improved in our future research.

e The limited number of recommendation rules in the
REPKB and the limited number of software pro-
ject types covered in the recommendation rules also
impact the decision making process of RE technique
selection.

e The links between the attributes of the software pro-
ject and the attributes of the RE techniques are still
relatively weak and some decisions still have to be
made by requirements engineers. This is due to the
large diversity of software projects and the multidi-
mensional nature of RE techniques, which make the
establishment of a direct link between the two kinds
of attributes very challenging. However, we argue
that it is at the moment only possible to develop
this kind of logical link between the attributes of
the software project and the techniques themselves.
Development of direct links between attributes of
the software project and attributes of RE techniques
is still subject to future research.

Nevertheless, we claim that this research provides signifi-
cant progress in the analysis and classification of RE tech-
niques for helping requirements engineers select the most
appropriate RE techniques for a project. The major contribu-
tion of this research can be summarized as follows:

e First, it proposed a techniques evaluation schema which
includes 31 attributes that need to be considered when
selecting RE techniques.
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Requirements measurement in software process

Table 17 Techniques used in

the project Techniques used in the project

Major objectives

Unstructured interview

Formal (structured ) interview

Focus Group

Viewpoint-based analysis

Interview

Ethnography
Viewpoint-based analysis
Viewpoint-based definition
Interview

Inspection

Identify additional information about the scope, social context and
stakeholders of the project.

Identify stakeholders and elicit the essential requirements from key
stakeholders. Focus on those stakeholders that are not available to
attend the focus group meeting. The elicitation results include both
functional and non-functional requirements.

Elicitation of requirements from different stakeholders and their
viewpoints.

Modelling requirements to improve understanding.

Elicitation of requirements from those stakeholders who did not par-
ticipate in the scheduled Focus Group meeting. This ensures that all
key stakeholders can express their views about the system.

To elicit the implicit requirements and functional requirements.
Modelling requirements to improve understanding.

Define and document the requirements.

Requirements negotiation, verification and validation.

Verify and validate the requirements.

e Second, using clustering and the decision support mech-
anisms, MRETS provides help for the selection of the
most suitable techniques for a given project.

e Third, this approach proposed a way that links the attri-
butes of a software project to the attributes of RE tech-
niques which ensures that selected RE techniques are
well-suited to the project. Currently, these links are still
done manually, yet further research will result in auto-
mating the linking.

The cases studies carried out during this research indicate
the usefulness and applicability of the proposed approach.
By helping requirements engineers select suitable RE tech-
niques for a given project, MRETS contributes to the over-
all quality of the requirements specification, which, in turn,
contributes to the overall quality of the software product.
Therefore, we argue that this research made not only a con-
tribution to RE, but also to the software engineering domain
in general.

Our future work will focus on the refinement of the
approach and the development of tools to support MRETS.
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